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The Position/Orientation Determination of a Mobile-Task Robot

Using an Active Calibration Scheme

Tae-Seok Jin*, Jang-Myung Lee
Department of Electronics Engineering, Pusan National University, Pusan 609-735, Korea

A new method of estimating the pose of a mobile-task robot is developed based upon an
active calibration scheme. The utility of a mobile-task robot is widely recognized, which is
formed by the serial connection of a mobile robot and a task robot. To be an efficient and
precise mobile-task robot, the control uncertainties in the mobile robot should be resolved.
Unless the mobile robot provides an accurate and stable base, the task robot cannot perform
various tasks. For the control of the mobile robot, an absolute position sensor is necessary.
However, on account of rolling and slippage of wheels on the ground, there does not exist any
reliable position sensor for the mobile robot. This paper proposes an active calibration scheme
to estimate the pose of a mobile robot that carries a task robot on the top. The active calibration
scheme is to estimate a pose of the mobile robot using the relative position/orientation to a
known object whose location, size, and shape are known a priori. For this calibration, a camera
is attached on the top of the task robot to capture the images of the objects. These images are
used to estimate the pose of the camera itself with respect to the known objects. Through the
homogeneous transformation, the absolute position/orientation of the camera is calculated and
propagated to get the pose of a mobile robot. Two types of objects are used here as samples of
work-pieces : a polygonal and a cylindrical object. With these two samples, the proposed active
calibration scheme is verified experimentally.

Key Words : Active Calibration, Mobile Manipulator, Mobile-Task Robot, Camera, Line

Correspondence, Conic Correspondence

1. Introduction

There are two major difficulties in the precise
control of the mobile robot. One difficulty lies in
the dynamic modeling of the mobile robot as
other complex structures. The other difficulty lies
in the uncertainties of the boundary in between
the wheels of the mobile robot and the ground.
The friction is nonlinear and time-varying, which
we can not either estimate or model exactly. Re-
cently, there are several researches on the accurate

* Corresponding Author,
E-mail : jmlee @ pusan.ac.kr
TEL : +82-51-510-2378; FAX : +82-51-515-5190
Department of Electronics Engineering, Pusan National
University, Pusan 609-735, Korea. (Manuscript Re-
ceived August 12, 2002; Revised June 30, 2003)

control of the mobile robot with the recognition
of the environment using the laser, ultrasonic and
vision sensors intelligently (Borenstein, 1995 ;
Tsai, 1987 : Lui et al., 1990 ; Luong and Faugeras,
1997 ; Pissard-Gibollet and Rives, 1995).

In this paper, we proposed a method of mea-
suring the position/orientation of the task robot
base, that is, the pose of the mobile robot using
the images of known objects captured by a camera
attached at the end of the task robot {Zhuang and
Roth, 1996 ; Han and Lee, 1997 ; Horaud et al.,
1997).

Active camera scheme is a recent development
(Jang and Han, 1997 ; Crowley and Bobet, 1993)
for which the calibration patterns are not neces-
sary. In the active calibration schemes, the feature
points on the objects whose locations are given a
priori, are utilized to calculate the pose of the
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camera (Du and Brady, [993:; Crowley and
Bobet, 1993: Longuet-Higgins, 1981). In this

research. the active calibration scheme is properly
applied for the pose determination of the mobile
robot that does not have any absolute position
information. This enables the visual servoing
tasks by allowing explicit control of the mobile
robot in closed loop with regards to their assem-
bly parts (Jung and Han, 1997).

During the calibration process. the sensitivity
and robustness need to be considered (Heyden
and Astrom, 1997 : Yi ct al., 1999). Also some
coordinates of a set of lines and ellipsoids may
cause numerical instability in obtaining the pose

of the camera u. ».f. the object (Longuet-Higgins.

1981). In our approach. the task robot is able to
curry the camera to a specific position and orien-
tation as desired, the problems can be avoided
dynamically. Also this scheme is free trom the
shape of the objects that the robot is going to
handle with. In this paper. we are focusing on the
methodology of utilizing the calibration scheme
for the localization of the mobile robot instead of
searching the numerical problems. In the conven-
tional approaches (Sturm and Maybank. 1999 :
Zhuang et al.. 1991) where calibrations of the
camera and the robot are performed in a sequen-
tial manner. the errors are propagated and aggre-
gated in the position/orientation determination.
However in this approach. the active calibration
scheme identifies the camera and robot parame-
ters simultaneously. which suppresses the error
propagation.

2. Active Calibration Method of a
Mobile/Task Robot

2.1 Perspective model of a camera

A perspective model of a camera represents the
relationship between the two dimensional object
location on a image plane and the actuul object
location in a three dimensional space. Figure |
represents a perspective model of a camera. Here.
the coordinates, { W } 15 a4 world frame in the
3-D space. the coordinates, { C}. is a camera
frame whose origin is assigned at the center of

the lens of the cameru. The coordinate. { F }.

Fig. 1

Perspective model of camera

represents  the coordinates in  the computer
memory frame. The basic axes X; and Y define
the coordinate system. Note that Z. axis is coin-
cident with the optical axis of the camera.

A point in the space can be represented as a
vector. pw=I(Xw, Yu. 2w} w.r.f. the reference
frame, and it can be also represented as pe= (xe.
Ye. Ze) w.v.t. the camera trame. The coordinates.
{1}). represents the image frame of the camera,
which 1s ussigned to the image plane of the
camera. The effective focal length of the camera,
/. represents the distance between the image planc
and the origin of camera frame. { C }.

The vector, p;=1(x;. v;J. on the image plane
represents a feature point on the fixed object. The
pw w.r.t.
VECIOr. pe. . ».f. the camera frame. The parame-

the world frame corresponds to the

ters. dx and dv. represent the size of a pixel along
the x axis and y axis respectively, and they can
be obtained by using the number of pixels and
the image plane of the camera. These parameters
are used in transforming the image coordinates
to the memory frame. The coordinate, (cy. ¢y)
represents the center coordinates of the image in
the image frame. It is reported that the value of
{Cx. Cy) can be changed within 10 pixels without
affecting the measurement accuracy of the three
dimensional object (Lui et al.. 1990},

In this paper. we assumed that the center of the
tmage frame is located at the center of the image
frame. Using the camera perspective model and
the transformation of the object location from the
world frame to the image trame, basic equations

and parameters required for the measurement of
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the camera pose can be obtained.

2.2 Camera parameters

The camera parameters to be estimated can be
classified into two categories : internal and exter-
nal parameters. The specification related parame-
ters of the camera and lens. for examples, the focal
distance, f. and the image scale factor S, are
internal parameters ; the rotation matrix, R, and
the translational vector, T representing the pose
of the moving camera are external parameters. By
the coordinates transformation between the robot
and camera frames, the positioning vector, pc.
represented in terms of the camera frame can be
represented as pw in terms of the world frame.

where Fsxs and Tax; represents a rotation matrix
and a translation vector from the world frame
to the camera frame. respectively. A positioning
vector for a feature point on the three dimensional
object in terms of the camera frame, pe= (xs. ye.
zc) is mapped to a point pi=(x;, ;) on the two
dimensional image frame using the camera per-
spective model (Tsai. 1987). and it can be des-
cribed as follows:

_ s Xe

Xz‘*f Ze 2)
—f Ve

vi=f 2 (3)

where frepresents the effective focal distance. The
image coordinates are obtained by the linear
pin-hole model, and the distortion effects of the
lens are not considered in this formula.

Since the scale values along x axis and v axis
are different in the image fraume, a point on the
image frame, (x;, v;) corresponds to a location in
the image trame, (x,, v,) according to the fol-
lowing relations :

Xi:Sxil-fi (4)
_Vz':Sy_lyi (5)

where x,=dx(x,—cx), vi=dy(¥;,—cy). and Sy
and Sy represents the camera scale factor along

the x axis and y axis, respectively. Plugging the
location value (xy, ¥) which is obtained through
the image processing into (4) and (5), we can
represent the feature point on the image frame.
Setting the number of y directional scanning lines
and the row numbers of pixels to the same, the y
axis scale factor becomes unity, that is, Sy,=1 and
S can stand for S,.

3. Robot/Vision System

A task robot that has 5 links and a gripper. and
a mobile robot that has 3 d.of are serially
connected for this research (Kang et al., 2000).
Figure 2 shows the coordinates assigned to this
overall system.

The coordinates transformation relationship
among the frames of the mobile robot supporting
a task robot is shown in Figure 3. { W } is a world
frame for the system, { O } is assigned to the fixed
object located at a known position, { C } is the

Fig. 2 Link coordinates of mobile robot supporting
a task robot

W

Fig. 3 Coordinates transformation of robot/vision

system
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camera frame, { H } is the hand frame where the
camera is attached, { B } is the base frame of task
robot, and { M } is assigned to the top plate of
mobile robot. For mathematical conveniences,
the frame { B} and { M } are assigned at the same
point.

The goal of calibration is measuring the rela-
tive position/orientation of the mobile robot with
respect to the world frame accurately through the
visual information processing of the known ob-
ject.

For this goal, the calibration task can be de-
composed into two steps. The first step is mea-
suring the relative pose of the camera, " He, using
the images of the fixed object. The second step is
obtaining the homogeneous transformation of
the mobile robot w.r.f. the world frame, " Hp,
using "He¢, 2Hc, and “H.. This process can be
represented by the following equations.

YHy="H¢-2H™! (6)
*Hc="Hy-"Hc¢ (7)

Notice that the structure of the task robot is
generally assumed to be light and small. There-
fore, #He, can be obtained accurately through the
kinematics of the task robot as shown in (7). In
the following section, the process of obtaining
¥ He will be described in detail. As it is shown in
Figure 3, "H is obtained from the images of the
fixed object. assuming the location of the object
w.r.t. the world frame is known a priori. This
can be represented as following equation :

wlfc_lcho'WHoq (8)

where °Hc is obtained through the active cali-
bration scheme. For the simplicity, { W} and
{ O} are assigned to the same location for the
later sections.

Note that most of the assembly parts are com-
posed of either line segments or circular seg-
ments. Therefore, the active calibration scheme is
proposed tor each of two cases: 1. An object is
composed of only line segments, and 2. An object
has both circular segments and line segments.

Tae-Seok Jin and Jang-Myung Lee

4. Parameter Estimation Using
Line Correspondence

For the localization of the mobile robot, we
. . RT
are going to obtain WHC=[O [ } as well as the

camera internal parameters, S and f, using the
line correspondences {Lui et al., 1990: Luong
and Faugeras, 1997).
Let us denote a straight line, J (refer to Figure
4) as
J: Pi=nuwf+P (9)

where ny represents the directional vector of the
straight line, f represents a constant, and P; and
P; are positioning vectors for the point / and V
w.7.t. the world frame, respectively.

A two dimensional line L can be represented as
follows :

L: Ax;+By;+C=0 (10)
where A, B and C can be determined by a con-
straint equation, A*+ B*4 (C?=1 and two equa-
tions corresponding to the two points. Substi-
tuting equation (2) and (3) into equation (10),
we obtain the following plane equation :

M: Axc+Byc+filCZc:O (I l)

The vector N is defined as a normal to the pro-
jecting plane M,

N=[A B f'C]T (12)

Note that this normal vector N is always or-
thogonal to the three dimensional line J. The
directional vector for the 3-D line J can be
denoted as n. and represented in terms of the
camera frame as

v 4

B

Fig. 4 Projecting plane of a 3-D line and a 2-D line
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ne=R"ny (13)

Since the 3-D line J is located on the projecting
plane, M, and the directional vector of J is
orthogonal to the normal vector of the projecting
plane, we have

ne.*N=0 (14)

This represents the main idea for obtaining the
camera parameters. Substituting equation (13)
into (14), and using the fact that inner product of
two orthogonal vectors can be represented as a
product of two vectors, we have

nw! RN=0 (15)

Let us consider two points in 3-D space, [J and
V, and the corresponding two points in the
image plane. P;(X;, Y3) and P;(X], ¥}). Plugging
P; and P; coordinates into equation (10), and
solving the two equations for the line coefficients,
A. B and C, we have

A=(Y,—Y) (16a)
B=(X;— X)) (16b)
C=(X;Y:—X.Y)) (16c)

Since the directional vector. nw, of the 3-D line
is parallel to the line passing through the two
points, {J and V, it can be denoted as

nw=(P;—P,} /| P;—P; | (7

Utilizing x;=Sxx; in (4) to separate S from x.,
and substituting this into equation (16a) through
(16c), the normal vector {12) is represented as

N=[A S'B SfIiC]* (18)

Now. let us describe the process of obtaining
camera parameters using (15). Substituting (17)
and (18) into (15), we have

o2 13 A
(i 7 k| n 7 % S7?B [=0 (19)
Y7 Y8 Yo SFC

where the parameters A, B, and C are obtained
by (l16a) through (16c) and the directional vec-
tor nw=[7 j k]7 is obtained by (17). Equation
{19) can be changed to equation (20) by decom-
posing known variables and unknown variables
as follows :

| S: ne }’5-1 ]
n ks
fgl‘ 13t
8'74'7’5*]
f—l'fa'}’{
Sren
7’3'1’5*1
f'l'yﬁ‘i’sili

1

[iA iBiC jA jC kA kB k(] [=—JB (20)

Note that even though there are nine variables
» -+ ¥ in R, only three of them are independent.
Note also that the variables in the second vector
of (20) are independent from the coordinates of
the two points ; depending upon the camera spec-
ifications and the rotation matrix. Therefore, if
we obtain 8 equations of (20) corresponding to 8
lines in the image frame, a matrix equation can be
obtained by superposing the equations. which can
be represented as

MSXSXSXIZBSXI («21)

where Xgx1 is the second vector in (20). Now,
the unknown camera parameters can be obtained
by multiplying the inverse of M at both sides of
(21). We have an over-determined system of (21)
which can be solved by least squares method
(Tsai, 1987). In practice, there may be several
dependent rows in the matrix, Msxs. Therefore,
instead of multiplying inverse of Msxs directly,
the matrix is decomposed by the singular value
decomposition as Msxs=UDV7, and the matrix
Xsx1 is obtained as follows :

X=V-D*'U"B {22)
-1
where D’lz[zé) (0)} 2=diaglo, 0 - Onl.

01 to om represent the positive singular values of
M. and DE R¥® and V& R*® are left and right
eigenvector matrices.

Notice that this active calibration scheme pro-
vides the line segments consecutively so that the
rank of M can be increased to five by adding or
replacing rows obtained by new line segments at
any cases. Calibration of the individual parame-
ters from X is straight-forward (Han and Lee,
1997).
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Now, the correspondences of the feature points

are used to calculate the translational vector T of

the camera frame. By changing (1) as (23), and
substituting this equation into (2) and (3). we
have the coordinates of the feature point on the
image frame as (24) and (23):

pe=R'py— R 'T=p,—"T" (23)
Xp— Tx ,
Xi= - , (24)
f L Tz
Vie— Ty .
Vi=J) ———ir (25)
vi=/ Zw— 15

where pw= (xu. Vi, 2) T and T’ represent a posi-
tioning vector and a translation vector in terms
of the camera frame. respectively. To obtain the
translation vector T from (24) and (25}, the
following matrix equation is derived :

R U R ULY-+

{f (3 *,\‘;} T _[f‘.\‘;*x,-z;} (26)
0 f —uv

For a given feature point, (x,. 2z, the matrix
equation (26) provides two linear equations.
Therefore. if we have two feature points, four
linear equations are obtained for the three un-
knowns, Ty. 7, and. T7.

Now. the homogeneous transformation from
the world frame to the camera frame. " H¢ is com-
pletely obtained by (20} and [26}. Substituting
WHc. into (6). we can calculate "y which re-
presents the position/orientation of the end plate
of the mobile robot.

5. Active Calibration Using
Conic Correspondence

To use the line correspondence scheme for the
active calibration, there should be straight line
segments in an object. However, for a cylindrical
object, they are not available. In this section. an
active calibration scheme for the circular shapes is
introduced, which is applicable to the cylindrical
or conic objects. Two sequential images captured
by 4« CCD camera are used to obtain a conic
parameter matrix and to complete the calibration

algorithm.

From the two circular images, we extract (wo
cllipsoids and estimates conic parameters. After
the two conic parameters are obtained. the active
calibration process is followed to get the rotation
matrix. R, and finally the translational vector, T".

5.1 Conic parameter estimation

Many man-madc objects have circles on their
surface. Researchers have presented several me-
thods of estimating conic parameters from given
data points {(Davies, 1989 : Zhang, 1997). Typical
methods to solve the curve fitting problem ure the
least square. Hough transform, and area moments
methods (Saface-Rad et al.. 1991 ; Maybank and
Faugeras, 1992). Among these methods. the least
square method is popular because of its com-
putational efficiency. In this paper we apply the
least square method for the curve fitting algorithm
to obtain the conic parumeter matrix.

Let us consider the second order equation (27}
detining the conics in a plane. In an image plane.

a second order conic equation is represented us
aX*HbXY +cY*+dX+eY+1=0 127

where @, b, ¢, d. ¢, and f are conic parameters
that determine the shape of the second order
equation.

Equation {27} is re-formulated with a general
vector u=[X Y 1]7 und a coefficient matrix, /A

as follow :
u'Au=0 (28}

where the A matrix is defined as a symmetric

conic coetficient matrix, that s,

a b/2d/2
A=| b2 ¢ e/2 (29)
d/2 el2 f

In order to estimate the conic coefficient matrix
A, we nced to get the image coordinates, (x,.
v;)'s. on the conic. The coordinates are obtained
from the image captured by a CCD cuamera
through the image processing. There may exist
some error in capturing and processing the image.
To reduce the error. the conic coefticients are

adjusted by fitting the image coordinates to the
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Fig. 5 Geometric structure for capturing conic

images

curve equation. The least-square error criterion is
used 1o fit a conic equation to the coordinates of
N points on a conic image.

5.2 Active calibration using conic object

If we use a camera for the active calibration,
multiple images need to be captured at different
postures of the camera. That is, two different
images captured by a camera are utilized for the
active calibration. Figure 5 displays the geometric
structure of the camera capturing two images at
the different postures. The relationship between
two cameras coordinate system is represented as

RI0)

}

G
to { Cz} and '# is a translation vector from { C, }

to { Cz }

pcllezpc2+lfz

where 'R, represents a rotation matrix from {

5.2.1 Geometric properties of a conic and its
image

The representative of a second order equation
is @ conic. In this section. we restrict shapes of
images to circles and ellipsoids. In Figure 35,
suppose a conic in a space lics on a plane, p. and
a world frame, { W }, is defined on the plane p
such that xw und yw axes lic on this plane and zy
axis is normal to the plane p.

The camera coordinate systems { Ci}. { (b ).
and the world frame { W } are related as

Pw= "Ropw -+ i[o. =1.2 (301

where ‘R and 'to represent a rotation matrix and
a translation vector from the world trame to the
i-th camera frame, pa=[X¢; Vei 2cc)’. and pw=
(X0 vo 2u]’

Any point on the plane. p. can be represented
w.or.t. {Ci}and { G} as follows :

pei=Gilg. I=1.2 32

r ],

where G, is a matrix defined as G,='r,
'ri and 'ry are the first and second column vectors
of Ro. respectively. and uw(=[xn 3o 1]7) re-
presents a point on the plane, p. w.r.f. the world
frame.

Equation (32) represents the relation between
the world coordinates and the camera coordi-
nates. Using equations (2] and (3). equation

(32) yields
z2eiw=Giuy, =12 {33

where z.(=2z:/f) becomes a scaling factor for
Giand u,=[x; v; 1]7.
Suppose a conic in the plane is represented by

ueQuy =0,

then we can obtain the shape of the curve by

=1, 2 (34)

analyzing the elements of the matrix €. Let us
assume that we have two conics in the image
plane represented as

uf Auy=0, =12 (35)

The conic parameter matrices. A, and Az can be
obtained by the curve fitting algorithm with the
conic images. Plugging equation (33} into cqua-
tion (35) assuming the scale factor, z,=1; we
have

un Gl A:Giuw=0, =12 (36)

Since the conics in (36) and (34) have the same

shape,
GIAG=kQ. i=1.2 {37)

From the above equations, G: can be obtained
using the known A, and . Note that since G;=
['ry 'r2 ']. we can obtain ‘Ry and 'to from G,
directly.

5.2.2 Conic-based correspondence
Two sequential images of a conic @ repres-
cnting a real object are extracted and symbolized
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by matrices A; and A, with the aid of a curve
fitting algorithm. The relationship between a real
object and two images are expressed as follows:

GIAIGi=hQ (38)
G)_TAszzlé‘zQ (39)

where Gi=["y, ' 'to]. Go=[*y r2 to)-
['ri 're]. and [*r1 ®rz) are first two columns of
'Ro and 'Ry, respectively.

As it is shown in Figure 35, the relationship
between the two camera coordinate systems can

be represented as
URzzoRlle (40)
012:0R1112+0(1 (4”

Note that the homogeneous transformation be-
tween { C1} and { C;}. that is, 'Ry and 't are
known a priori. since the robot carries the camera
from { Ci} to { C2} under the control.

The conic @ in the system { W } is represented
as

- gu 0 @
Q=0 g O (42)
431 0 g

where gu=1/a% @u=1/0% qu=ga=0. and
gas=—1 when the conic @ is an ellipsoid.
There are six unknown parameters in ‘B and
‘to. Therefore, we have sixteen unknown parame-
ters in total including ki, A2, gu, and gz in the
equations (38) and (39). In general, these sixteen
parameters can be generally solved by using the
(40). and (41).
Now we introduce a schematic approach to

eighteen equations of (38), (39),

solve for the rotation matrix °R;, independently.
From equations {38) and (39). we have

(RIA)V Ry 2=k Q)22 (43)
(ZRorAzzRo)zxzzkz(Q> 2x2 (44)
where (X)?*? represents the 2X2 upper-left
sub-matrix of X.
From equations (43) and (44), we obtain

0 0

(1RuTA11Ro—k2RoTA22Ro) P [O 0

| s

where kzkl//kz and ORzzoRlle.

Note that 'Ry is known a priori by the joint
angles of the robot. Therefore, there are only four
unknown parameters in the four equations pro-
vided by (45). Theretore, the rotation matrix '/
can be determined uniquely. Plugging the ob-
tained 'Ry into equation (43) provides the solu-
tion for the k1. ¢i1. and @z.

Now to obtain the translation vector, 'to, let us
use the facts that g3 =0, ¢:2=0 from equation
{38). Then we have

lt({All[‘]:O (46)
"t Ay'r.=0 (47)
4y As’ri=0 (48)

where %y can be replaced by terms of 'ty by
equation (41). Therefore, we can have a unique
solution for 'ty using the three linear equations.

Consequently, we can obtain the position and
orientation parameters of camera. 'ty and 'Ry
from the two ellipsoid images captured by a
camera at the task robot.

6. Experiments

6.1 Results of active calibration using line-

correspondence

Assembly operations of hexagonal bolts and
nuts are considered as an experimental environ-
ment. A CCD camera, SFA-410ED, that captures
60 image frames per second and each image frame
has 768 X494 pixels and the image area of 6.54
mm X4.89 mm. is selected for our experiments.
The values of dx and dy are calculated directly,
and they are 0.0085 mm and 0.0098 mm. respec-
tively. The standard focal length of the lens for
this camera is 16 mm.

We placed a bolt on a table and the vertices of
the bolt head are used for the feature points,
whose coordinates are (0. 4, 0.42), (—4, 3. 0.42),
(—5,—2.032). (—1,—4,04), (3, —3.04), and
(4. 2, 0.25) w.».f. the world frume. To estimate
the camera parameters, the orientation and posi-
tion of the camera frame is initially matched to
the world frame. And then, the camera frame is
translated by [0, —18, 33.6] ¢m and rotated
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[50° along the x-axis. The image of bolt head is
captured by the camera at frame { C.}. For the
extraction of vertices, we used the instructions
given by the image processing board. First, we
extracted the line edge in the preprocessing stage,
and we used Hough transform for the detection
of a line, which is robust against noises in the
image. After obtaining six Hough transformation
equations of lines, we extracted vertex-points
solving the line equations.

Table | shows the sample data for the measure-
ment of the focal distance, f. scale factor, S,
Z-Y-Z Euler angles and the translational vec-
tor, T.

Table 2 shows the estimated values of the cam-
era pose with the real values. The rotation is
given along the y-axis only. Figure 6 represents
the real images of hexagonal shapes used in
experiment of table 2. The error represents the
% magnitude error of the estimated translation
vector compared to the real translation vector. As
it is shown in table 2, the % error is small enough
to compensate the real positioning error of a

mobile robot. The rotation angle is estimated very
precisely with negligible amount of error. There-
fore, we claim that this scheme is applicable for
the calibration of a mobile robot and also for the
estimation of the position/orientation of the base
of a task robot.

Figure 7 represents relative errors in the
rotation and moving distance of camera with
respect to the % of pixels affected by the noise.
Through this experiment, the effects of noises
occurring from image processing and illuminati-
on are analyzed. For the experiment, the noises
are directly added to the pixels of the hexagonal
object image: the camera parameter, f. is 17.5
mm ; the position is (0, 20.6, 30.4) cm ; the orien-
tation is (144.4° 0° 0% in Z-Y-Z Euler angles.
The noise has the normal distribution of the
mean, O and the variance, 1. As it is shown in Fig.
7, the relative rotation error is less than 0.5° o0 and
the relative position error is less than 0.3 mm until
15% of pixels are polluted by the noises, which
are small enough to be ignored for the nominal
task executions.

Table 1 Estimation of camera parameters Table 2 Estimated values for hexagonal objects
fimm); S | Translation vector T | Euler angle (°) (o, | Real value(cm). | Estimated value(em), .
T.| —01567 | a | 1495 Angle 11y 2) Xy, 2 Eror (%)
17.54210.9969| 7T, —17.9703 s ! 34 160 105, 0.1, 34.2 | 10.390, 0.099. 33.841 1.05
T 33.6506 Y 0.0 155 11.7,0.1. 30.3 | 11.524, 0.098, 29.845 1.50
7 150 133,0.1,26.6 | 13.524.0.196, 26.055 2.05
145 14.1,0.1, 23.5 | 13.691, 0.097, 22.819 2.90
Average 1.88

Rotat ngle, 1M 1) Rotat I !

Fig. 6 Images of hexagonal shapes rotated along the

Ve axis
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Fig. 7 Relative errors of camera pose with

additional noise
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6.2 Results of active calibration using conic-

correspondence

We also carried out experiments estimating the
camera pose using the relationship between a
conic in the three dimensional space and conics in
the image plane. The camera and image proces-
sing system in this experiment is same as that of
Section VI-A. The diameter of the cylinder is 40
mm and the center coordinates of the conic are set
to the origin of world frame.

Two images of the cylinder are captured by a
CCD camera for the active calibration. Table 3
shows the estimated position of camera with re-
spect to the cylinder according to the rotation of
the camera along the y. axis. The first image is
captured after aligning the center of image to the
center of camera ; the second image is captured
after rotating the camera along the y. axis and
translating along the x. axis with the amount
shown in table 3. Figure 8 shows the real images

Table 3 Estimated position values and % error of
camera for a cylinder

Angle {°) | Real value{em). | Estimated value(cm). | Error (%)
(x,y. 2! Xy 2z
160 18.19.0.2. 50 17.981. 0.197. 49.150 ‘ 1.63
155 2331, 0.1, 50 23.009, 0.099. 49.375 1.17
10 | 28860050 | 286110099, 49500 | 104
145 3501, 0.1, 30 “ 34.667, 0.099. 49.325 ‘ 0.977
Average 1.19 7

“"

Fig. 8 Images of cylinder rotated along the axis

Tae-Seok Jin and Jang-Myung Lee

of a cylinder used in the experiment.

The edge data of conics are used to obtain the
conic coefficient matrix through the curve fitting
algorithm. There is an exceptional case that the
camera rotates along the optical axis, 2. axis. In
this case, the features of conics projected onto the
image plane are the same in the two different
frames, so the conic coefficients become under-
determined.

As shown in the experimental results, the conic
correspondence provides more accurate data than
the line correspondence in the active calibration.

In Figure 9, a red pyramid represents the posi-
tion and orientation of each camera. The extrinsic
parameters (relative positions of the object with
respect to the camera) are then shown in a form

Extrinsic parameters

a4
300 4
r»JEQCO*"

100 ~

woeld ;S ol 10 RS- CERT TR Yiew

(a)

Extngsic parameters
100 Dwﬁl‘/"ﬁ;'“

100 4+

-

200 L

(b)

Fig. 9 Position/Orientation of robot end-effector

with respect to a world frame
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of a 3-D plot for the experimental results using
conic correspondence. In this figure, the frame
(Oc, Xc. Ye. Zc) is the camera reference frame.
The red pyramid corresponds to the effective
field of view of the camera defined by the image
plane.

7. Conclusions

A new active calibration scheme is developed
to estimate the position/orientation of a mobile
robot working in the various environments. The
main difficulty residing in the precise control of a
mobile/task robot is providing an accurate and
stable base for the task robot. In this research,
the position of mobile robot is obtained by the
active calibration scheme using the images cap-
tured by a camera at the hand of the task robot.
In other words, the correspondence of the image
coordinates to the real object coordinates is the
basis for this scheme. This scheme is applied to
the work-pieces of both the polygonal and the
cylindrical.

For a polygonal object composed of points or
lines, while the task robot is approaching to the
object. the position of the camera is estimated
using the line correspondence between the lines
on the image captured by the camera and the lines
of the real object. For the cylindrical or ball-
shaped objects. there are not enough line seg-
ments for the calibration based on the line corre-
spondence. For these objects. the conic-corre-
spondence scheme is developed. That is, two
conic parameter matrices that can be obtained
from the two consecutive elliptic images and a
homogeneous transformation matrix are used for
obtaining the position and orientation of the
camera. Note that the homogeneous transforma-
tion matrix that defines the relationship between
the two frames where the images are captured can
be calculated by using the joint angles of the
robot.

Our future research topics are reducing the
estimation errors and capturing two successive
frames effectively adapting the environmental

variations.
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